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1. Introduction

This document is an addendum to UTOPIA Level 3 and describes parallel polling of a large number of PHYs during 1 cell cycle by means of multiple optional CLAV signals. The suggested polling scheme tries to make use of the maximum number of polling cycles that are available during 1 cell cycle in order to minimize the number of additional optional Clav signals.

2. Multi-PHY Operation with multiple Clav Signals for Parallel Polling

To obtain PHY status from a large number of PHY ports during 1 cell cycle, a mode with multiple Clav signals for parallel polling is defined as optional (O). In this mode the ATM layer device receives PHY port FIFO status information parallel on a variable number of Clav signals that are optionally provided for this capability. The behaviour of the Clav signals is corresponding to that described in chapter 4.3.1.

2.1 Back-to-back polling

The multiple Clav mode described in this section is very similar to the mechanism described in chapter 4.3.2 with the exception that more than 1 Clav signals are used to increase the number of PHY ports that can be polled during 1 cell cycle. Therefore the total amount of PHY ports is partitioned into several polling groups. Each polling group has its own Clav signal for PHY status indication. The lower k bits of the Address[n:0] is used to address up to c=2^k PHYs inside the polling group while the higher j bits (j=n-k+1) of the Address[n:0] is used during PHY selection to address up to g=2^j polling groups with each polling group being equivalent to one Clav signal. In applications where all ports are required to be polled in one cell time, ‘c’, i.e. the number of polling cycles per polling group, would be less or equal to 12 in case of a 32 bit wide UTOPIA Level 3 interface. The address order as well as the priority algorithm of the polling are application specific.

Examples of the Clav-to-PHY port mapping depending on the used buswidth and the number of supported PHY ports are provided in chapter 2.3.

\[ c = \text{number of polling cycles per polling group} \]
\[ g = \text{number of polling groups (equivalent to number of Clav signals)} \]
\[ i = g - 1 \]
\[ 0x\{c-2\} = \text{hex value of ‘c-2’} \]
2.2 Clav-to-PHY Port Mapping

The Clav-to-PHY Port mapping is application-specific and is not specified by this document. Depending on the UTOPIA interface buswidth, which can be 8bit, 16bit or 32bit a different number of polling cycles is available during one cell cycle. Worst case is the buswidth of 32bit with a cell format of 52byte and back-to-back cell transfer. In order to minimize the number of pins the maximum number of 12 polling cycles for that case is used. For the other bus widths the number of polling cycles are multiples of 12, which is 24 polling cycles for the 16bit wide UTOPIA interface and 48 polling cycles for the 8bit wide UTOPIA interface.

Table 1.1 defines the partitioning of PHY ports into polling groups for applications up and equal to
- 48 ports in case of a 32bit wide UTOPIA Level 3 bus,
- 96 ports in case of a 16bit wide UTOPIA Level 3 bus,
- 192 ports in case of a 8bit wide UTOPIA Level 3 bus.
This restricts the variety of combinations but is useful for compatibility reasons. For applications with port numbers above those listed before the partitioning of PHY ports into polling groups is left unconstrained.

<table>
<thead>
<tr>
<th>UTOPIA Interface Width</th>
<th>No. of Pol-ling Cycles (c)</th>
<th>No. of PHY Ports (p)</th>
<th>Min. No. of Pol-ling (Clav) Groups (g)</th>
<th>No. of Addr. Bits for Addr[n:0] (n+1)=(j+k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc. toUL3 Defined</td>
<td>Appl. specific</td>
<td>g=ceil(p/c)</td>
<td>n=ceil[log2(g)]+ceil[log2(c)]</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>16</td>
<td>2</td>
<td>5 = 1+4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>3</td>
<td>6 = 2+4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>48</td>
<td>4</td>
<td>6 = 2+4</td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td>16</td>
<td>1</td>
<td>6 = 1+5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>2</td>
<td>6 = 1+5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>48</td>
<td>2</td>
<td>6 = 1+5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>3</td>
<td>7 = 2+5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>96</td>
<td>4</td>
<td>7 = 2+5</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>16</td>
<td>1</td>
<td>7 = 1+6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>1</td>
<td>7 = 1+6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>48</td>
<td>1</td>
<td>7 = 1+6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>2</td>
<td>7 = 1+6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>96</td>
<td>2</td>
<td>7 = 1+6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>128</td>
<td>3</td>
<td>8 = 2+6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192</td>
<td>4</td>
<td>8 = 2+6</td>
</tr>
</tbody>
</table>

ceil(x)=ceiling(x): next integer value greater or equal than x

Table 1.1: Partitioning of PHY ports into polling groups
For simplicity of illustration, the following examples assume that all ports would need to be polled during each cell time, although this is not a requirement of this specification for applications below STS-1.

As a specific example consider in Table 1.2 the case of a 32bit wide UTOPIA Level 3 interface supporting 48 ports (port1 ... port48). In this case n+1=j+k=6 address bits are necessary. The upper j=2 bits are used to address 4 polling (Clav) groups of 12 ports each while the lower k=4 bits are used to address the 12 ports inside a polling (Clav) group. (This is the defined partitioning but not mapping for ATM carried over a SONET STS-48 signal that is channelized down to the STS-1 level.)

<table>
<thead>
<tr>
<th>Clav[0]</th>
<th>A5, A4</th>
<th>A3, A2, A1, A0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0x0</td>
<td>0xA, 0x9, 0x8, 0x7, 0x6, 0x5, 0x4, 0x3, 0x2, 0x1, 0x0</td>
</tr>
<tr>
<td>TxClav[0]</td>
<td>00</td>
<td>12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1</td>
</tr>
<tr>
<td>Clav[1]</td>
<td>01</td>
<td>24, 23, 22, 21, 20, 19, 18, 17, 16, 15, 14, 13</td>
</tr>
<tr>
<td>Clav[3]</td>
<td>11</td>
<td>48, 47, 46, 45, 44, 43, 42, 41, 40, 39, 38, 37</td>
</tr>
</tbody>
</table>

Table 1.2: Clav-to-PHY Port Mapping for 48 ports on a 32bit UL3 interface

2.3 Transmit Interface

The ATM layer device can send a cell to a PHY port only when the PHY port has indicated that it is ready to receive at least one cell. The PHY device must send Transmit Cell Available information to the ATM layer device.

This is illustrated in Figure 1.2 for the case of a ‘32bit wide UTOPIA Level 3 interface with 48 PHY ports’. The TxClav[0] to TxClav[3] signals indicate the status of the PHY transmit ports two clock cycles after the lower k=4 bits of the port’s address (TxAddr[3:0]) have been selected by the ATM layer device. The decode-response timing between the TxAddr and the TxClav is therefore 2 clock cycles.

TxAddr[5:0] during the clock cycle before asserting the TxEnb signal will select the PHY port for reception of the next cell. This will be decoded by the PHY device and the specified port will be ready to receive cell data from the ATM side at the next clock cycle.

The shifted polling cycle (0x0 ... 0xB) starts 3 clock cycles before SOC and ends 3 clock cycles before the end of the currently transferred cell to fulfill the decode-response time of 2 clock cycles for the TxClav signals as well as for selection of the next port.

In the clock cycle before clock edge 4 for example PHY port 16 is selected by TxAddress ‘010011 = 0x13’ (according to Table 1.2) which means port 4 of polling (TxClav) group [1]. During the time of a cell transfer all 48ports are polled parallel in 4 polling groups through TxClav[0] to TxClav[3]. It is assumed that the priority algorithm selects PHY port 48 (which is TxAddress ‘111011 = 0x3B’) for the next cell transfer to show the worst case for the decode response times.

Address ‘0xB’ is valid on the adress bus between clock edge 13 and 14. PHY port 48 responds 2 clock cycles later (between clock edge 15 and 16) by asserting TxClav[3]. After another 2 clock cycles selection of PHY port 48 is done via deassertion of the ‘TxEnb*’ signal on clock edge 18 and TxAddr[5:0] = ‘0x3B’ on the address bus between clock edge 17 and 18.
Back-to-back transfer of cells is possible when two cells have to be sent to the same PHY port and this PHY port indicates that it can receive the second cell. This is done by assertion of the TxClav when polled. In the case of back-to-back transfer the ATM layer device implicitly reselects the PHY port by leaving the TxEnb* asserted during the next to the last cycle of the cell. The second (or subsequent) cell is transferred immediately after the previous one and the TxSOC is asserted to indicate the start of cell. This is illustrated in Figure 1.3.

**Figure 1.2: Transmit Decode and Selection for Parallel Polling**

**Figure 1.3: Back-to-back transmission of cells for Parallel Polling**
2.4 Receive Interface

The ATM Layer can receive a cell from a PHY port only when the PHY port has indicated that it is ready to transmit at least one cell. The PHY device must send Receive Cell Available information to the ATM layer device.

This is illustrated in Figure 1.4 for the case of a ‘32 bit wide UTOPIA Level 3 interface with 48 PHY ports’. The RxClav[0] to RxClav[3] signals indicate the status of the PHY receive ports two clock cycles after the lower k=4 bits of the port’s address (RxAddr[3:0]) have been selected by the ATM layer device. The decode-response timing between the RxAddr and the RxClav is therefore two clock cycles. RxAddr[5:0] during the clock cycle before asserting RxEnb* signal will select the PHY port which will transmit the next cell across the UTOPIA interface. This signal will be decoded by the PHY device and the specified port will be ready to transmit cell data two clock cycles after the falling edge of RxEnb. The decode-response timing between the RxEnb and the RxData is therefore two clock cycles.

The shifted polling cycle (0x0 ... 0xB) starts 5 clock cycles before SOC and ends 5 clock cycles before the currently transferred cell to fulfill the decode-response time of 2 clock cycles for the RxClav signals, 2 clock cycles for the selection of the next port and 2 clock cycles for the beginning of the next cell transfer.

In the clock cycle before clock edge 2 for example PHY port 16 is selected by RxAddress ‘010011 = 0x13’ (according to Table 1.2) which means port 4 of polling (RxClav) group[1]. During the time of a cell transfer all 48 ports are polled parallel in 4 polling groups through RxClav[0] to RxClav[3]. It is assumed that the priority algorithm selects PHY port 48 (which is RxAddress ‘111011 = 0x3B’) for the next cell transfer to show the worst case for the decode response times. Address ‘0xB’ is on the address bus between clock edge 11 and 12. PHY port 48 responds 2 clock cycles later (between clock edge 13 and 14) by asserting RxClav[3]. After another 2 clock cycles selection of PHY port 47 is done via the deassertion of the ‘RxEnb*’ signal on clock edge 16 and RxAddr[5:0] = ‘0x3B’ on the address bus between clock edge 15 and 16. PHY begins to start the cell 2 clock cycles later (after clock edge 18) by asserting RxSOC.
Figure 1.4: Receive Decode and Selection for Parallel Polling

Back-to-back reception of cells is possible when two or more cells have to be received from the same PHY port and the ATM layer device is able to receive the second cell. The PHY layer device indicates it has another cell by assertion of the RxClav, when polled. In case of back-to-back transfer the ATM layer device does not explicitly select the PHY port as a transfer from the same port is assumed. The second (or subsequent) cell is transferred immediately after the previous one and the RxSOC is asserted to indicate the start of cell. This is illustrated in Figure 1.5.

Figure 1.5: Back-to-back reception of cells for Parallel Polling